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Abstract

Horseshoes play a central role in dynamical systems and are observed in many chaotic systems.
However most points in a neighborhood of the horseshoe escape after finitely many iterations. In this
work we construct a new model by re-injecting the points that escape the horseshoe. We show that
this model can be realized within an attractor of a flow arising from a three-dimensional vector field,
after perturbation of an inclination-flip homoclinic orbit with a resonance. The dynamics of this model,
without considering the re-injection, often contains a cuspidal horseshoe with positive entropy, and we
show through a computational example that the dynamics after re-injection can be strictly richer.

1 Introduction

Smale’s horseshoe map was introduced as an example of a chaotic and hyperbolic dynamical system which is
topologically transitive and contains a countable set of periodic orbits [35]. The maximal invariant set of this
map, the horseshoe, is the topological product of two Cantor sets, and the dynamics on this set is chaotic.
The complement of the horseshoe is dense in a neighborhood so that nearby points escape after finitely
many iterates. This model is observed when the stable manifold and the unstable manifold of a hyperbolic
fixed point of a two-dimensional diffeomorphism intersect transversally [28]. This type of dynamics is also
observed in the Poincaré return map of some three-dimensional vector fields, see the discussion below.

In this article we propose a model that contains similar features but also richer dynamics. This model is
essentially obtained by re-injecting the points that escape a neighborhood of the horseshoe. We show that
this model can be realized by considering the unfolding of a three-dimensional vector field that possesses two
homoclinic orbits to the same equilibrium point, one of which is degenerate and the other is nondegenerate.

Homoclinic orbits can play an important role in the dynamics of flows; the corresponding dynamics is
structurally unstable and therefore may lead to dramatic changes in the dynamics. The complexity of the
dynamics obtained after perturbation is often related to the degeneracy of the unperturbed system, i.e. the
number or parameters that are necessary for a typical unfolding.

Degenerate dynamics involving homoclinic orbits have received a lot of interest these last decades.
Shil’nikov shows the presence of chaos near a homoclinic orbit when the linearization matrix at the sad-
dle point has complex eigenvalues, see [37]. When the linearization has three real eigenvalues, Deng [6]
shows that the unfolding of a degenerate, critically twisted, homoclinic orbit can lead to a suspended horse-
shoe. Deng describes a bifurcation scenario where the horseshoe is destroyed (or created) after infinitely
many homoclinic bifurcations. Following this scenario, chaotic dynamics are observed, and the correspond-
ing invariant set is called a cuspidal horseshoe, described in Figure 1. It is shown that a suspended cuspidal
horseshoe can be realized in the unfolding of a degenerate homoclinic orbit in R3. In [6], critically twisted
can mean two possible configurations— the orbit-flip and the inclination-flip, see below for more details and
definitions.

In [16], the authors show that the scenario presented by Deng is possible in the case of an inclination-flip
homoclinic orbit, as long as the unperturbed system satisfies some open condition. The author study the
Poincaré return map Φ on a cross section. For typical values of the parameters, the corresponding dynamics
generalize that of Smale’s horseshoe. Restricted to the maximal invariant set ΩZ, the Poincaré return map
is conjugate with a partial shift on two symbols i.e., there exists a set B ⊂ {0, 1}Z that is invariant under
the shift σ : {0, 1}Z → {0, 1}Z and a homeomorphism ϕ : B → Ω+

Z such that

Φ ◦ ϕ = ϕ ◦ σ.
∗The second author was partially supported by NSF grant NFS-DMS-0914995.
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Figure 1: Two possible configurations of a cuspidal horseshoe. On the left, the dynamics is a full shift on
two symbols. On the right, there is only a partial shift, which may or may not be chaotic.

Similar results are obtained in [34] in the case of the orbit-flip. Note that in general, the corresponding
dynamics is not a subshift of finite type [16, 34].

The unfolding of degenerate homoclinic orbits can lead to even more complicated dynamics. A Hénon like
attractor can be observed in the unfolding of a degenerate homoclinic orbit [24, 25], and Lorenz attractors
can be observed after perturbation of a vector-field having a pair of homoclinic orbits [5, 33]. When studying
a homoclinic orbit to a hyperbolic saddle, one often encounters the difficulty in estimating the Dulac map,
that is the transition map between a section transverse to the local stable manifold to a section transverse
to the unstable one. The presence of resonance has often been related with the lack of smoothness of the
linearization near the singularity, and therefore making the estimation of the Dulac map more complicated.
However, it can lead to increasing the complexity of the dynamics, see for instance [5, 23] for more details.

The paper is organized as follows. In the remainder of the introduction, we present a model of a two-
dimensional map on the plane which characterizes a re-injected horseshoe map, and we also state Theorem 1,
the main result of the article, which realizes a re-injected horseshoe in Poincaré maps of a family of three-
dimensional vector fields. An explicit map that satisfies the model properties is given in [11]. In Sections 2
and 3, after recalling some classical concepts, we estimate the Poincaré return map, and the proof of Theo-
rem 1 is given in the end of Section 3. In the final section we study an explicit map by choosing parameters
in the approximate Poincaré map. We show by a rigorous, computer-assisted proof that the dynamics on the
maximal invariant set of this map— a re-injected horseshoe, is more complex than that of the corresponding
cuspidal horseshoe alone.

1.1 The model of the re-injected horseshoe map

In the (x, y)-plane consider the domain

S = S+ ∪ S− where S+ = (0, 1]× [−1, 1], and S− = [−1/2, 0)× [−1, 1].

The image of S under Φ is described in Figure 2. The restriction of Φ on S+ is like a horseshoe except that
one boundary is collapsed onto a cusp. The points that escape S+ are re-injected into S+ via the action of
Φ on S−. More precisely the model satisfies the following properties:

(i) Φ maps S+ and S− diffeomorphically onto their respective images and Φ(S−) ⊂ S+,

(ii) for each y ∈ [−1, 1], Φ((0, 1]× {y}) is a C1 curve that intersects W = {0} × [−1, 1] exactly twice,

(iii) there exists 0 < x3 < x4 < 1 such that

Φ({x3} × [−1, 1]) ⊂W, Φ({x4} × [−1, 1]) ⊂W,

and Φ(x× [−1, 1]) ∩W = ∅ for all x 6= x3, x4,

(iv) for each x ∈ [−1/2, 0) ∪ (0, x3) ∪ (x4, 1], there exists −1/2 < Lx < 1 such that Φ({x} × [−1, 1]) ⊂
{Lx} × [−1, 1] so that vertical line segments form a Φ-invariant foliation of S+ ∪ S−. Moreover, the
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Figure 2: Description of the map Φ.

map is expanding on this foliation, i.e. for any pair x, x′ which are both contained in [−1/2, 0), both
contained in (0, x3), or both contained in (x4, 1], we have that

|Lx − Lx′ | > |x− x′|,

(v) there exists P+ and P− in S+ such that lim
x→0+

Φ({x}× [−1, 1]) = {P+} , lim
x→0−

Φ({x}× [−1, 1]) = {P−}
where the limits are taken with respect to the Hausdorff distance,

(vi) Φ({1} × [−1, 1]) ⊂ {1} × [−1, 1].

(vii) the restriction of Φ to Ω+
Z = {P ∈ S+ | Φn(P ) ∈ S+, ∀n ∈ Z} is hyperbolic.

The dynamics of such a model Φ depend on the specific map, in particular on the placement of the
two cusps P±. On a C1-open set of maps satisfying these properties, Ω+

Z is a chaotic cupsidal horseshoe
[6, 16, 34, 36]. As ΩZ contains Ω+

Z , the re-injected horseshoe dynamics is also chaotic.
As indicated in the introduction, the first goal of this paper is to show that the dynamics of the set

ΩZ = {P ∈ S | Φn(P ) ∈ S, ∀n ∈ Z}

is realizable in the generic unfolding of a double homoclinic orbit in three-dimensional space, i.e. that the
dynamics is C1 conjugate to the Poincaré return map of a vector field family unfolding a degenerate homo-
clinic orbit. In the next section we describe how we retrieve that dynamics and state the main theorem of
the article.

1.2 A pair of homoclinic orbits

Let V ⊂ R3 be a neighborhood of the origin. Suppose Xγ is a generic, smooth family of vector fields on R3

for γ ∈ V. We will place hypotheses [H1]-[H5] on Xγ as follows.
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[H1] for all γ ∈ V, Xγ admits a hyperbolic equilibrium of saddle type.

By the Implicit Function Theorem, after a parameter dependent translation, one can assume that the sin-
gularity is fixed at the origin. We also assume that the eigenvalues {−α(γ),−β(γ), λ(γ)} of dXγ(0) satisfy

[H2] α(γ) > 0, 2β(γ) ≡ λ(γ) > 0, and α(γ) > λ(γ).

After a time rescaling, one can assume that λ(γ) ≡ 1 and Xγ takes the following form

Xγ(x, y, z) = x
∂

∂x
− α(γ)y

∂

∂y
− z

2

∂

∂z
+R(x, y, z),

where α(γ) > 1 and R stands for the nonlinear terms.
Thus, at the origin Xγ admits a 2-dimensional local stable manifold W s

loc and 1-dimensional local un-
stable manifold Wu

loc. We extend W s
loc by the backward iteration of the flow and obtain the global stable

manifold W s. The local strong stable manifold W ss
loc ⊂ W s

loc has its tangent space at the origin spanned
by the eigenspace associated to −α(γ). These manifolds are invariant, smooth, and unique. Furthermore,
there exists a local invariant manifold which is tangent at the origin to the eigenspace associated with the
eigenvalues 1 and −β. This manifold is denoted by W s,u

loc and is called an extended unstable manifold. Such
an invariant set contains Wu

loc, is not unique, and is Ck where k is the integer part of α/β > 2. However its
tangent space along the local unstable manifold Wu

loc is unique. See [14] for more details. Observe that the
flow starting from a point on the stable manifold accumulates to the origin, therefore the stable manifold
acts as a separatrix. In this setting we have

W s
loc ⊂ {x = 0}, W ss

loc ⊂ {x = 0 = z}, Wu
loc ⊂ {z = 0 = y},

and we can choose Wu,s
loc ⊂ {y = 0}.

We further assume that

[H3] X0 admits two homoclinic orbits to the origin, Γ1 = {Γ1(t) | t ∈ R} and Γ2 = {Γ2(t) | t ∈ R}, and
that Γ1 is an inclination-flip homoclinic orbit, that is, the global stable manifold W s intersects any
extended unstable manifold along Γ1 in a tangency of quadratic contact.

[H4] At the same time we assume that Γ2 is a nondegenerate homoclinic orbit, i.e., the global stable manifold
W s intersects any extended unstable manifold along Γ2 transversally, and W ss

loc ∩ Γ2 = {0}.

Observe that the latter assumption amounts to assuming that Γ2 is not of orbit-flip type. See [5, 6, 16, 20,
24, 36] for more details and discussions.

In the three-dimensional context, a double homoclinic loop forms either a figure-eight shape or a butterfly
shape. In this article we assume that

[H5] Γ1 ∪ Γ2 forms a butterfly shape, that is, W ss
loc splits W s

loc into two connected components, say W s
+ =

{(x, y, z) ∈ W s
loc | z > 0} and W s

− = {(x, y, z) ∈ W s
loc | z < 0}, and Γ1(t) ∪ Γ2(t) ⊂ W s

+ for t large
enough; see Figure 3.

Proposition 1 Let Ŝ be a two-dimensional section that is transverse to W s
loc. Let (x, y) be a smooth

parametrization of Ŝ such that

{x = 0} ∩ Ŝ = W s
loc, and Γ1(t) ⊂ {x > 0} for large t.

Let

φ : Ŝ ∩ {x > 0} → Ŝ, (x, y) 7→
(
φ1(x, y), φ2(x, y)

)
be the Poincaré return map associated to X0, the unperturbed system. Then

cM := lim
x→0+

∂φ1(x, y)

∂x

does not depend on the choice of the section Ŝ nor the choice of the parameterization.
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The proof of this proposition is at the end of Section 2. The intrinsic quantity cM is called the Melnikov
exponent of the Poincaré return map. We are now in position to state the main theorem of this article.

Theorem 1 Suppose Xγ is a generic family of smooth vector fields satisfying hypotheses [H1]-[H5] above.
We further assume that the Melnikov exponent satisfies 1 < cM < 4. Then there exists an open set V∗ ⊂ V
such that for all γ ∈ V∗, Xγ admits a suspended re-injected cuspidal horsehoe.

Due to the re-injection, the suspended re-injected horseshoe together with the origin and connections
along the stable manifold of the origin is an attractor in the three-dimensional flow, in a similar manner
as the Lorenz attractor. Indeed we will construct a Poincaré map on a section S which maps all points
in S strictly into S or into the stable manifold of the origin. The set of points which do not map to the
stable manifold of the origin after finitely many iterations is the re-injected horseshoe. In the next section
we compute the Poincaré return map associated to Xγ on a given section.

2 Computing the Poincaré map

The Poincaré map is the composition of a local map near the equilibirum, which admits a Dulac expansion
(see below), and a regular map. Let S be a two-dimensional section transverse to the local stable manifold,
and let Σ+, Σ− be two-dimensional sections, each transverse to a branch of the unstable manifold, as
indicated in Figure 3.

2.1 The regular map

After some rescaling, we choose the sections to be

S = {(x, y, z) ∈ R3 | z = 1, |x| ≤ δ1, |y| < 1},

Σ± = {(x, y, z) ∈ R3 | x = ±1, max{|y|, |z|} ≤ δ2},
where δ1 > 0 and δ2 > 0 are sufficiently small so that the corresponding Poincaré transition maps

φ+reg : Σ+ → R3 given by (1, Y, Z) 7→ (φ+reg,1(Y,Z), φ+reg,2(Y,Z), 1) and

φ−reg : Σ− → R3 given by (−1, Y, Z) 7→ (φ−reg,1(Y,Z), φ−reg,2(Y,Z), 1)

are well defined. Furthermore, φ±reg,1(Y,Z) and φ±reg,2(Y,Z) admit the following expansions

φ+reg,1(Y,Z) = ε1 + a+1 Y − µZ + h.o.t+1 (Y,Z)

φ+reg,2(Y,Z) = ω1 + a+2 Y + b+2 Z + h.o.t+2 (Y,Z)

φ−reg,1(Y,Z) = ε2 + a−1 Y + b−1 Z + h.o.t−1 (Y,Z)

φ−reg,2(Y,Z) = ω2 + a−2 Y + b−2 Z + h.o.t−2 (Y,Z),

(1)

where h.o.t±1,2 denotes higher order nonlinear terms. In particular we emphasize

h.o.t+1 (Y, Z) = cZ2 + c1Z
3 + Z4R1(Z) + YR2(Y,Z). (2)

Recall that each parameter we introduce depends on γ ∈ V ⊂ R3. However, we will not emphasize the
γ-dependence when there is no confusion. In particular we have

ε1 = ε1(γ) = φ+reg,1(0, 0), ε2 = ε2(γ) = φ−reg,2(0, 0),

µ = µ(γ) = −
∂φ+reg,1
∂Z

(0, 0), b−1 = b−1 (γ) =
∂φ−reg,1
∂Z

(0, 0).

In this setting, X0 admits Γ1 as an inclination flip homoclinic orbit if and only if ε1(0) = 0 = µ(0), and Γ2

is a nondegenerate homoclinic orbit if and only if ε2(0) = 0 but b−1 (0)6= 0, say

b−1 = b−1 (γ) < 0.
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For the unperturbed system, W s and Wu,s
loc have a tangency of quadratic contact, which further implies that

∂2φreg,1
∂Z2

∣∣∣∣
γ=0

= c(γ)

∣∣∣∣
γ=0

6=0, say c(0) > 0.

Finally, by genericity of the family Xγ , we can assume the map

γ 7→ (ε1(γ), ε2(γ), µ(γ))

is a diffeomorphism near the origin, and we identify γ with (ε1, ε2, µ).

2.2 The local map and its expansion

Since the vector field at the origin admits a persistent resonance, we cannot assume the vector field to be
linearizable. This implies that we need to have information on the asymptotics of the local map, often called
the Dulac map. For simplicity, we shall assume that β = 1/2 is the unique resonance for the linearization of
X0, which occurs if and only if both α and α/β are irrational. In the present context, such a map admits a
Dulac expansion. More precisely, we say that g : R → R, admits a Dulac expansion if g(x) expands in the
Dulac scale

{1, x log |x|, x, x2 log2 |x|, x2 log |x|, x2, . . . xk logk |x|, xk logk−1 |x|, · · ·xk, · · · },

that is,

g(x) = p0 + p1x log |x|+ p2x+ p3x
2 log2 |x|+ · · ·

+ pmx
k logk |x|+ · · ·+ pm+kx

k + · · ·

for some unique real coefficients pk. For such an expansion we write

g(x) = Ô(xk log`(x)),

if the coefficient associated to xk log`(x) is the first nonzero term in the expansion. Also, if the coefficient
depends smoothly on y, we write

g(x, y) = Ôy(xk log`(x)).

Observe that we prefer to write Ô(x0) instead of Ô(1) to emphasize that the corresponding expansion
concerns the variable x. The coefficients may depend on the parameter γ but we suppress this dependence
unless it is necessary for clarity.

Define
S+ = {(x, y, 1) ∈ S | x > 0} and S− = {(x, y, 1) ∈ S | x < 0}.

We state the following lemma.

Lemma 1 The local map Φ±loc : S± → Σ± given by

(x, y, 1) 7→ (±1, φ±loc,2(x, y), φ±loc,3(x, y))

takes the form 
φ±loc,2(x, y) = |x|αy

(
1 +Q±1 (x)

)
φ±loc,3(x, y) =

√
|x|
(

1 +Q±2 (x)

)
,

up to a C∞ change of coordinates, where Q±i for i = 1, 2 admits the following expansion

Q±i (x) = p1,i|x| log |x|+ p2,ix+ p3,i|x|2 log2 |x|+ · · · = Ô(|x| log |x|)

where the coefficients pj,i depend smoothly on γ.

The proof of this lemma follows directly from [4], see also [5, 32].
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2.3 The Melnikov exponent

The Poincaré return map

φ = φγ : S+ ∪ S− → S,

defined as the composition of the local and regular maps,

φ = φreg ◦ φloc,

has the form

φ(x, y, 1) =

 (φ+1 (x, y), φ+2 (x, y), 1) if x > 0,

(φ−1 (x, y), φ−2 (x, y), 1) if x < 0.

From equations (1) and (2) and Lemma 1, if

Y = |x|αy(1 +Q±1 (x)), Z = |x|1/2(1 +Q±2 (x)), (3)

then it follows that for all integers m > 0 and n > 0 we have

Y mZn = |x|nα+m/2ym(1 +Q±3,m,n(x)) (4)

where Q±3,m,n(x) admits the same type of asymptotics as Q±1,2(x), so that

Q±3,m,n(x) = Ô(|x| log(x)).

As a consequence, the Poincaré map takes the form



φ+1 (x, y) = ε1 − µ
√
x+ cx+ c1x

3/2 + H+
1 (x, y)

φ+2 (x, y) = ω1 + b+2
√
x + H+

2 (x, y)

φ−1 (x, y) = ε2 + b−1
√
|x| + H−1 (x, y)

φ−2 (x, y) = ω2 + b−2
√
|x| + H+

2 (x, y)

(5)

and using the above Landau notation we have
H+

1 (x, y) = xÔ(x log(x)) + µx1/2Ô(x log(x)) + xαyÔy(x0)

H+
2 (x, y) = Ô(x) + xαyÔy(x0)

H−1,2(x, y) = Ô(x) + |x|αyÔy(x0)

(6)

Also note that without loss of generality, we can rescale and choose the sections so that

φ+2 (S+) ⊂ [−1/2, 1/2]. (7)

In particular, from equations (5) and (6) for the unperturbed system, φ+ takes the form φ+1 (x, y) = cx+ c1x
3/2 + xÔ(x log(x)) + xαyÔy(x0)

φ+2 (x, y) = ω1 + b+2
√
x+ Ô(x) + xαyÔy(x0)

(8)

Now let τω1 : S → S be given by
(x, y, 1) 7→ (x, y + ω1, 1),

and write
τ−1ω1
◦ φ+ ◦ τω1(x, y, 1) = (ϕ1(x, y), ϕ2(x, y), 1).
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Then the map (8) is conjugated to the map

ϕ(x, y) = (ϕ1(x, y), ϕ2(x, y))

where
ϕ1(x, y) = cx+

√
x Ô(x) + xαyÔy(x0) and

ϕ2(x, y) = b+2
√
x+ Ô(x) + xαyÔy(x0).

Consider now the group G of germs of smooth diffeomorphisms F : (R2, 0)→ (R2, 0) of the form

(x, y) 7→ (F1(x, y), F2(x, y))

that map {x = 0} onto itself and map R+ × R onto itself. It follows that

F1(x, y) = xF11(x, y)

where F11 is smooth, and positive whenever x is positive. For each F ∈ G, we define ΨF (ϕ) : (R2, 0) 7→ (R2, 0)
by

(x, y) 7→
(
F ◦ ϕ ◦ F−1(x, y)

)
=

(
ΨF (ϕ)1(x, y),ΨF (ϕ)2(x, y)

)
.

Lemma 2 For all F ∈ G
∂

∂x
ΨF (ϕ)1(x, y)

∣∣∣∣
x=0

= c.

Proof: Let F ∈ G and write the Taylor expansion of F near (0, 0). Observe that even if there are no
logarithmic terms, we still can use the Landau notation above to obtain

F (x, y) = (L11x+ x2Ôy(x0) + xyÔy(x0), L21x+ L22y + yÔy(x0) + x2Ôy(x0))

where L11 > 0 and L22 6= 0. For G = F−1 we have

G(x, y) =

(
x

L11
+ x2Ôy(x0) + xyÔy(x0) ,

− L21

L22L11
x+

y

L22
+ x2Ôy(x0) + xyÔy(x0)

)
From the above, we have that

ϕ1 ◦G(x, y) =
c

L11
x+ xyÔy(x0) + x1/2Ôy(x)

ϕ2 ◦G(x, y) = b+2

(
x

L11
+ x2Ôy(x0) + xyÔy(x0)

)1/2

=
b+2
L11

√
x+ x1/2Ôy(x).

Finally ΨF (ϕ)1 takes the form

ΨF (ϕ)1(x, y) = cx+ xyÔy(x0) + x1/2Ôy(x0),

and Lemma 2 follows. �

Proof of Proposition 1: Let us consider two sections S and S̃ transverse to Wu and consider the
holonomy map h : S → S̃ associated to X0. We parametrize S̃ with (x̃, ỹ) such that

{x̃ = 0} ∩ S̃ = S̃ ∩W s
loc

Therefore
h({x = 0} ⊂ {x̃ = 0}.
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We can also assume that

h({x > 0} ∩ S) ⊂ {x̃ > 0} and {x̃ = 0 ∩ ỹ = 0} = Wu ∩ S̃.

This implies that h ∈ G.
As shown above, the Poincaré map φ on S for the unperturbed system is conjugate to ϕ. Hence the

Poincaré return map computed on S̃ for the unperturbed system is conjugate to Ψh(ϕ) = h ◦ ϕ ◦ h−1.
Lemma 2 implies these two maps will have the same linear coefficient, the Melnikov exponent. �

Note that the coefficient c in the Poincaré map φ given in (5) is the Melnikov exponent cM .

3 The Poincaré return map

We first study the Poincaré return map restricted to the section S+ i.e.,

(x, y) 7→ (φ+1 (x, y), φ+2 (x, y)).

We begin by studying the folded region included in S−. We then fix y ∈ [−1, 1] and look at the curve

Cy = {(φ+1 (x, y), φ+2 (x, y)), x > 0}.

To show that this curve is as like in Figure 4, we fix ε1, µ and look at a critical point xc = xc(y, µ) such that

∂φ+1
∂x

(xc(y, µ), y) ≡ 0.

3.1 The folded region

From (5) and (6), we have

∂φ+1
∂x

(x, y) = − µ

2
√
x

+ c+
3

2
c1
√
x+

∂H+
1

∂x
(x, y)

i.e., xc satisfies

µ/2 = c
√
xc +

3

2
c1xc +

√
xc
∂H+

1

∂x
(xc, y) (9)
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From (6) we have that

∂H+
1

∂x
(x, y) = Ô(x log(x)) + x−1/2µÔ(x log |x|) + xα−1yÔy(x0) (10)

We introduce qc =
√
xc, with (9) and (10) we have

µ/2 = cqc +
3

2
c1q

2
c + qc

∂H+
1

∂x
(q2c , y) (11)

where

qc
∂H+

1

∂x
(q2c , y) = Ô(q3c log(qc)) + µÔ(q2c log(qc)) + q2α−1c yÔy(q0c ). (12)

Lemma 3 There exists a smooth function H3 defined near the origin in R2 such that if (11) holds then

qc = qc(y, µ) =
µ

2c
− 3c1µ

2

8c3
+H3(y, µ)

where

H3(y, µ) = Ô(µ3 log |µ|) + yµ2α−1Ôy(µ0)

Proof: From (11) and (12) we have

µ

2c
+ µÔ(q2c log(qc)) = qc +

3

2c
c1q

2
c + yq2α−1c Ôy(q0c ) + Ô(q3c log(qc))

i.e.,

µ

2c

(
1 + Ô(q2c log(qc))

)
= qc

(
1 +

3

2c
c1qc + Ô(q2c log(qc)

+ yq2α−2c Ôy(q0c )

)
and therefore

µ

2c
= qc

(
1 +

3

2c
c1qc + Ô(q2c log(qc) + q2α−2c yÔy(q0c )

)
(

1 + Ô(q2c log(qc))

) . (13)

Using (1− w)−1 = 1 + w + w2 + · · · , (13) can be written

µ

2c
= qc

(
1 +

3

2c
c1qc + Ô(q2c log(qc)) + q2α−2c yÔy(q0c ))

)
. (14)

Let by X = log(µ/(2c)) and Y = log(qc). Applying the logarithmic function on both sides of (14) and using
the fact that log(1 + w) = w − w2/2 + w3/3 + · · · , we have

X = Y +
3

2c
c1qc + Ô(q2cY ) + q2α−2c yÔy(q0c ). (15)

The above expression is indeed a formal expansion in X and Y without logarithmic term. Also, using the
fact that

(1 + w)2α−2 = 1 + (2α− 2)w + · · · ,
by setting Qα = q2α−2c and Mα = µ2α−2, from (14), we have

Mα = (2c)2α−2Qα

(
1 + (2α− 2)

3

2c
c1qc + Ô(q2c log(qc)) +QcyÔy(q0c ))

)
. (16)
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Equations (13), (15) and (16) take the form( µ
2c
,X,Mα

)
= G(qc, Y,Qα, y)

where G is a smooth function and (
∂G

∂qc
,
∂G

∂Y
,
∂G

∂Qα

)
has full rank near (0, 0, 0). By the Implicit Function Theorem there exists H such that

(qc, Y,Qα) = H
( µ

2c
,X,Mα, y

)
which is also smooth. From (13), (15) and (16) we have

qc =
µ

2c
− 3

2c
c1
µ2

4c2
+ Ô(µ3X) + yµMαÔy(µ0)

Y = X − 3µ

4c2
c1 + Ô(µ2X) + +yMαÔy(µ0)

Qα =
Mα

(2c)2α−2

(
1 + (2α− 2)3c1µ+ Ô(µ2X) +MαyÔy(µ0))

)
,

and therefore we have

qc =
µ

2c
− 3µ2

8c3
c1 + Ô(µ3 log |µ|) + yµ2α−1Ôy(µ0)

ending the proof of the lemma.
�

By Lemma 3, we have

qc =
µ

2c

(
1− 3c1µ

4c2
+

2c

µ
H3(y, µ)

)
,

and therefore

q2c = xc =
µ2

4c2

(
1− 3c1µ

2c2
+H4(y, µ)

)
=

µ2

4c2
− 3c1µ

3

8c4
+H5(y, µ) (17)

where

H4(y, µ) = Ô(µ2 logµ) + yµ2α−2Ô(µ0),

H5(y, µ) = Ô(µ4 logµ) + yµ2αÔ(µ0).

We also obtain

q3c = xc
3/2 =

µ3

8c3

(
1− 3c1µ

2c2
+H4(y, µ)

)3/2

=
µ3

8c3
+H6(y, µ)

where

H6(y, µ) = Ô(µ4 logµ) + yµ2α+1Ô(µ0).

We now compute the corresponding critical value i.e.,

φ+1 (xc(y, µ), y) = V (ε1, µ, y) (18)

= ε1 − µ
√
xc + cxc + c1x

3/2
c +H+

1 (xc(y, µ), y).

By (6) we have that

H+
1 (xc(y, µ), y) = µ2Ô(µ2 logµ) + yµ2αÔ(µ0),

12



and the above calculations lead to

V (ε1, µ, y) = ε1 −
µ2

2c
+

3c1µ
3

8c3
− µH3(y, µ) +

µ2

4c
− 3c1µ

3

8c3
+ c1

µ3

8c3

+ cH5(y, µ) + c1H6(y, µ) +H+
1 (xc(µ, y), y)

= ε1 −
µ2

4c
+ c1

µ3

8c3
+G3(µ, y)

(19)

where

G3(µ, y) = −µH3(y, µ) + cH5(y, µ) + c1H6(y, µ) +H+
1 (xc(y, µ), y)

= Ô(µ4 logµ) + yµ2αÔy(µ0). (20)

3.2 A narrow tongue

We now define the region in the parameter space where we will focus our study.

Proposition 2 Let ε0 > 0, 0 < K− < K+ and let

D = {(ε1, µ) | µ > 0, ε1 =
µ2

4c
− c1

µ3

8c3
−G3(µ, 0)−Kµ4,

0 < ε1 < ε0, K− ≤ K ≤ K+}.

There exists 0 < κ1 < κ2 such that for all (ε1, µ) ∈ D and for all y ∈ [−1, 1] we have

−κ2ε21 < V (ε1, µ, y) < −κ1ε21. (21)

Moreover, we can choose K+ such that

√
κ2 <

1

c|b−1 |
. (22)

for ε0 suficiently small.

Observe that D is a narrow tongue in the parameter space where the boundaries are of the form ε1 = ε1(µ).
For some practical reason we express this tongue with boundaries of the form µ = µ(ε1). Using the same
argument as in Lemma 3, writing

ε1 =
µ2

4c
− c1

µ3

8c3
−G3(µ, 0)−Kµ4

amounts to writing

µ = 2
√
c
√
ε1

(
1 +

c1
√
ε1

2c
√
c

+ J(ε1,K)

)
(23)

where
J(ε1,K) = ÔK(ε1 log |ε1|),

and therefore we redefine the tongue D in the parameter space as follows:

D = {(ε1, µ) | µ = 2
√
c
√
ε1

(
1 +

c1
√
ε1

2c
√
c

+ J(ε1,K)

)
,

0 < ε1 < ε0, K− ≤ K ≤ K+}.

Proof of Proposition 2: From the above definition if (ε1, µ) ∈ D, then from (19) and (20) it follows that

V (ε1, µ, 0) = −Kµ4 with K− ≤ K ≤ K+.
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Furthermore, from (23) we have that

V (ε1, µ, 0) = −16Kc2ε21 + o(ε21). (24)

By the Mean Value Theorem, we have

|V (ε1, µ, y)− V (ε1, µ, 0)| ≤ sup
−1≤y≤1

∂V

∂y
(ε1, µ, y) (25)

From (19), (20) we have
∂V

∂y
(ε1, µ, y) =

∂G3

∂y
(µ, y) = O(µ2α).

Since α > 2, from (24) and (25) we have

V (ε1, µ, y) = −16Kc2ε21 + o(ε21), (26)

and therefore (21) follows. Also from (24), by choosing

K+ < 1/(16c4|b−1 |2),

(22) is also satisfied for ε0 suficiently small. �

3.3 Fixed points

We are in position to investigate more specific features of the dynamics. We first define an upper bound for
the variable x. Before stating the next proposition we choose L > 1 such that

L < 1 + cL− 2
√
c
√
L. (27)

Observe that the existence of such L is guaranteed since c > 1.

Proposition 3 For ε0 sufficiently small, if (ε1, µ) ∈ D, then

[1] −κ2ε21 ≤ φ+1 (xc(y, µ), y) ≤ −κ1ε21,

[2] for all −1 ≤ y ≤ 1, the function
(0, Lε1]→ R, x 7→ φ+1 (x, y)

is decreasing on (0, xc(y, µ)) and increasing on (xc(y, µ), Lε1),

[3] there exists P1 = (P11, P12) such that for all −1 ≤ y ≤ 1 and for all (ε1, µ) ∈ D,

xc(y, µ) < ε1 < P11 ≤ Lε1 and φ+(P1) = P1.

Proof. Observe that [1] follows directly from Proposition 2. To show [2], let y ∈ [−1, 1]. We know that
xc(y, µ) satisfies

∂φ+1
∂x

(xc(y, µ), y) = − µ

2
√
xc

+ c+
3

2
c1x

1/2
c +

∂H+
1

∂x
(xc, y) ≡ 0.

Observe that

∂2φ+1
∂x2

(x, y) =
µ

4x
√
x

+
3c1
4
√
x

+
∂2H+

1

∂x2
(x, y). (28)

Since (ε1, µ) ∈ D, from (17) we have

xc = ε1/c+O(ε
3/2
1 ) (29)

and with (10) we have that

∂2H+
1

∂x2
(x, y) = Ô(log(x)) + µx−3/2Ô(x log |x|) + yxα−2Ôy(x0) (30)
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Combining (28), (30), (23) and the fact that 0 < x < Lε1 we have

∂2φ+1
∂x2

(x, y) =

√
ε1

4x
√
x

[
2
√
c+O(

√
ε1)

]
> 0. (31)

This implies that the function x 7→ φ+1 (x, y) is convex on [0, Lε1], and we already know that it admits a
critical point at xc(y, µ), which implies [2]. To show [3], we introduce the function

Z(x, y, ε1, µ) = φ+1 (x, y)− x = ε1 − µ
√
x+ (c− 1)x+ c1x

3/2 +H1(x, y). (32)

Observe that for 0 < x ≤ Lε1 and −1 ≤ y ≤ 1,

µ = 2
√
c
√
ε1 +O(ε1) and c1x

3/2 +H1(x, y) = O(ε
3/2
1 ).

Combining the above with (29) we have

Z(xc(y, µ), y, ε1, µ) = −ε1/c+O(ε
3/2
1 )

which is negative for ε1 sufficiently small. Furthermore we have

Z(Lε1, y, ε1, µ) = ε1

[
1− 2

√
c
√
L+ (c− 1)L+O(

√
ε1)

]
.

Since L satisfies (27), there exist ε3 > 0 such that for 0 < ε1 ≤ ε3 we have that

Z(Lε1, y, ε1, µ) > 0.

By the Intermediate Value Theorem, for each −1 ≤ y ≤ 1, and for all (ε1, µ) ∈ D there exists x1 = x1(y, ε1, µ)
such that

xc < x1 < Lε1 and Z(x1(y, ε1, µ), y, ε1, µ) = 0, (33)

which means that

φ+1 (x1(y, ε1, µ), y) = x1(y, ε1, µ). (34)

The choice of x1 is, a priori, not unique. Therefore we choose x1 to be the smallest value in (xc, Lε1) such
that (34) holds. For convenience we define

κ3 = min{x1(ε1, µ, y)/ε1, y ∈ [−1, 1], (ε1, µ) ∈ D}. (35)

Observe that κ3 > xc/ε1 = 1/c+O(ε
1/2
1 ). Since

φ+1 (xc(y, µ), y) < 0,

by the Mean Value Theorem, there exists xc < x2 < x1 such that

φ+1 (x1(y, ε1, µ), y)− φ+1 (xc(y, µ), y)

x1 − xc
=
x1 − φ+1 (xc(y, µ), y)

x1 − xc
=
∂φ+1
∂x

(x2, y).

Since φ+1 (xc(y, µ), y) < 0, it follows that

∂φ+1
∂x

(x2, y) >
x1

x1 − xc
.

Furthermore, from (31), since x2 < x1, it follows that

∂φ+1
∂x

(x1(y, ε1, µ), y) >
x1

x1 − xc
> 1, (36)

which implies that x1 is the unique value that satisfies (34) on (xc, Lε1) i.e.,

Z(x1(y, ε1, µ), y, ε1, µ) = 0 and
∂Z

∂x
(x1(y, ε1, µ), y, ε1, µ) > 0. (37)
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Since c > 1, from (29) we have that xc(y, µ) < ε1 ≤ Lε1, we therefore need to show that ε1 < x1 ≤ Lε1.
Recall that for any −1 ≤ y ≤ 1

φ+1 (x1(y, ε1, µ), y) = x1, and
∂φ+1
∂x

(x1, y) > 1,

and x1 is the unique value in (xc, Lε1) that satisfies (34). This implies that for all ξ ∈ (xc, Lε1), if

φ+1 (ξ, y) < ξ.

then ξ ≤ x1. However, since µ = 2
√
c
√
ε1 +O(ε1) we have that

φ+1 (ε1, y) = ε1 − µ
√
ε1 + cε1 +H1(ε1, y) = ε1(1− 2

√
c+ c+O(ε

1/2
1 )). (38)

However, since 1 < c < 4, there exists ε0 > 0 such that for all 0 < ε1 ≤ ε0 the right hand side of (38) is less
than ε1. (Recall that (ε1, µ) ∈ D implies that ε1 < ε0.) This shows that for all y, ε1, µ we have

xc(y, µ) < ε1 < x1(y, ε1, µ) ≤ Lε1,

and as a consequence

xc(y, µ)/ε1 < 1 < κ3 ≤ L. (39)

Therefore

1

1− xc

Lε1

<
x1

x1 − xc
<

1

1− xc

ε1

But since xc = ε1/c+O(ε
3/2
1 ), it follows that

1

1− xc
Lε1

=
1

1− 1 +O(ε1/2)

cL

<
x1

x1 − xc
, (40)

and therefore with (36) we have∣∣∣∣1− ∂φ+1
∂x

(x1(y, ε1, µ), y)

∣∣∣∣−1 ≤ cL− 1 +O(ε
1/2
1 ). (41)

By the Implicit Function Theorem, we conclude that x1(y, ε1, µ) is a well defined C1 function and thanks to
(6), (32) and (41) we have

∂x1
∂y

(y, ε1, µ) =
∂H+

1

∂y

(
1− ∂φ+1

∂x

)−1∣∣∣∣
x=x1(y,ε1,µ)

= O(xα1 ) = O(εα1 ). (42)

Recall that
φ+2 (x, y) = ω1 + b+2

√
x+H+

2 (x, y)

and following (6), H+
2 (x, y) = O(x) is a C1 function with

∂H+
2

∂y
(x, y) = O(|x|α),

and therefore with (6) and (41) we have

∂

∂y

(
H+

2 (x1(y, ε1, µ), y)

)
= O(εα1 ). (43)

Now define

Ξ(y, ε1, µ) = ω1 + b+2
√
x1(y, ε1, µ) +H+

2 (x1(y, ε1, µ), y)− y. (44)
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By (29), and since xc < x1 we have

∂x1
∂y

(y, ε1, µ)
/

2x
1/2
1 (y, ε1, µ) ≤ ∂x1

∂y
(y, ε1, µ)

/
2x1/2c (y, ε1, µ) (45)

=

√
c

2
√
ε1

∂x1
∂y

(y, ε1, µ)

(
1 +
√
ε1

)
.

From (42) and (43) we have
∂Ξ

∂y
= −1 +O(ε

α−1/2
1 ).

By the Implicit function theorem, there exists y = P12(ε1, µ) such that

Ξ(P12(ε1, µ), ε1, µ) ≡ 0,

and therefore we can define P1 = (P11, P12) where

P11(ε1, µ) = x1(P12(ε1, µ), ε1, µ),

and together with (37) it follows that
Φ+(P1) = P1.

�

Remark: Using similar arguments as for the proof of [3], one can show that there exists P0 = (P01, P02)
such that for all for all −1 ≤ y ≤ 1 and for all (ε1, µ) ∈ D,

0 < P01 < xc(y, µ) and φ+(P0) = P0.

The existence of this fixed point will also follow from the construction of the cuspidal horseshoe.

3.4 A blowing-up in the parameter space

In this section we restrict the study of the dynamics to appropriate values of the parameter γ = (ε1, ε2, µ).
In order to do so we proceed as follows. We first recall that

κ3 > xc/ε1 = 1/c+O(
√
ε1),

√
κ2 < 1/(c|b−1 |),

and therefore for ε1 sufficiently small, |b−1 |
√
κ2 < κ3. Let E+ and E− two real numbers that satisfy

|b−1 |
√
κ2 < E− < E+ < κ3.

We define the following blowing up in the parameter space B : (0, ε0)× (K−,K+)× (E−, E+)→ R3 by

B(ε1,K,E) = (ε1, 2
√
c
√
ε1(1 + T (ε1,K)), Eε1)

where T is defined from equation (23), i.e.

T (ε1,K) =
c1
√
ε1

2c
√
c

+ J(ε1,K).

This means that (ε1, µ) ∈ D and ε2 = Eε where E ∈ (E−, E+) if and only if

(ε1, µ, ε2) ∈ B((0, ε0)× (K−,K+)× (E−, E+)).

Proposition 4 For all (ε1,K,E) ∈ (0, ε0) × (K−,K+) × (E−, E+) the map φ satisfies the following prop-
erties:

[1] φ+1 ({(x, y)) | 0 < x ≤ Lε1} ⊃ [0, Lε1]

[2] φ+(S+) ∩ S− ⊂ {(x, y) | − κ2ε21 < x < 0}

[3] φ−(φ+(S+) ∩ S−) ⊂ S+
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Proof: Fix y ∈ [−1, 1] and (ε1, µ) ∈ D. We know from [2] in Proposition 3 that for x ∈ (0, Lε1),

sup
x∈(0,Lε1]

φ+1 (x, y) = max{ε1, φ(Lε1, y)}.

Also, from (33) and (34), we know that

xc(y, ε1, µ) < x1(y, ε1, µ) < Lε1, φ1(x1(y, ε1, µ), y) = x1(y, ε1, µ),

and for all x ≥ x1(y, ε1, µ)
∂φ+1
∂x

(x, y) > 1.

This implies that φ+1 (Lε1, y) > Lε1 and since L > 1, we have that

sup
x∈(0,Lε1]

φ+1 (x, y) = φ(Lε1, y) > Lε1.

Moreover, from [1] and [2] in Proposition 3, we have that for all y ∈ [−1, 1],

−κ2ε21 < min
x∈(0,Lε1]

φ+1 (x, y) = φ+1 (x1, y) = V (ε1, µ, y) < 0.

By continuity [1] and [2] follow. As a consequence of [2], since

φ−1 (x, y) = Eε+ b−1
√
|x|+H−1 (x, y), H−1 (x, y) = O(x)

and b−1 < 0, it follows that if −κ2ε21 < x < 0,

φ−1 (x, y) = Eε− |b−1 |
√
|x|+H−1 (x, y) (46)

> Eε− |b−1 |
√
κ2ε+O(ε2) = ε(E− − |b−1 |

√
κ2 +O(ε))

and since
E− − |b−1 |

√
κ2 > 0,

it follows that φ1(x, y) > 0 for ε > 0 sufficiently small, and [3] follows �.

3.5 The escaping band and the cuspidal Horseshoe

We now consider the region in S+ that consists of points that are mapped on S− after the first iterate of
the return map. The region contains points where the map fails to be hyperbolic. We state the following
proposition.

Proposition 5 For all (ε1, µ) ∈ D there exists two curves

{(x, y) | x = x3(y, ε1, µ)} and {(x, y) | x = x4(y, ε1, µ)}

such that
0 < x3(y, ε1, µ) < x4(y, ε1, µ) < Lε1,

and
φ+1 (x3(y, ε1, µ), y) = 0 = φ+1 (x4(y, ε1, µ), y).

The proof of this proposition is a direct consequence of the Intermediate Value Theorem and the Implicit
Function Theorem and follows the same steps as the proofs of [3] and [4] in Proposition 3. As a consequence
of the above, both graphs x3(y, ε1, µ) and x4(y, ε1, µ) split S+ into 3 connected components:

H0 = {(x, y) | 0 ≤ x ≤ x3(y, ε1, µ)}

H1 = {(x, y) | x4(y, ε1, µ) ≤ x ≤ Lε1}

N = {(x, y) | x3(y, ε1, µ) < x < x4(y, ε1, µ)}.

(47)
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Moreover we have that

(φ+)−1(S+) ∩ S+ ⊂ H0 ∪H1 and (φ+)−1(S−) ∩ S+ = N. (48)

We now define the following sets

ΩN = {(x, y) ∈ S+ | φn(x, y) ∈ S+ ∀n ≥ 0} and (49)

ΩZ = {(x, y) ∈ S+ | φn(x, y) ∈ S+ ∀n ∈ Z}

ΩN is forward invariant, and ΩZ is invariant. Since φ+(N) ⊂ S−, we can express both sets as follows

ΩN =
⋂
n≥0

φ−n
(

H0 ∪H1

)
and ΩZ =

⋂
n∈Z

φ−n
(

H0 ∪H1

)
(50)

In order to understand the complexity of the dynamics of the full Poincaré return map, we first study
the dynamics restricted to ΩN and later the dynamics on ΩZ. We will show that ΩN inherits a hyperbolic
structure, and the corresponding dynamics on ΩZ is that of the cuspidal horseshoe. We refer here to ([6, 16,
36]) for more details.

Fix Y0 > 2Lε1. For convenience we define the rescaling R : [0,
√
L]× [−Y0 − Y0ω1, Y0 − Y0ω1]→ R2 by

R(u, v) = (R1(u, v), R2(u, v)) =

(
ε1u

2,
v

Y0
+ ω1

)
.

Using the fact that (ε1, µ) ∈ D, from (5) we have

φ ◦R(u, v) =

(
ε1

(
1− 2

√
cu+ cu2 − c1

c
ε
1/2
1 u+ c1ε

1/2
1 u3 +

1

ε1
H+

1 (ε1u
2, v/Y0 + ω1)

)
,

ω1 + b+2
√
ε1u+H+

2 (ε1u
2, v/Y0 + ω1)

)
.

Write

g(u, v) = 1− 2
√
cu+ cu2 − c1

c
ε
1/2
1 u+ c1ε

1/2
1 u3 +

1

ε1
H+

1 (ε1u
2, v/Y0 + ω1). (51)

Observe that
g(u, v) < 0 if and only if (u, v) ∈ R−1(N)

and
g(u, v) ≥ 0 if and only if (u, v) ∈ R−1(H0 ∪H1).

Denote by

M = R−1
(

H0 ∪N ∪H1

)
, M+ = R−1

(
H0 ∪H1

)
.

We also define the following map

F : M+ →M, (u, v) 7→ F(u, v) = R−1 ◦ φ ◦R(u, v).

Writing F(u, v) = (F1(u, v), F2(u, v)), from (5) we have

F1(u, v) =
√
g(u, v)

F2(u, v) = Y0b
+
2 ε

1/2
1 u+ Y0H

+
2 (ε1u

2, v/Y0 + ω1).

From (6) we have
−c1
c
ε
1/2
1 u+ c1ε

1/2
1 u3 +

1

ε1
H+

1 (ε1u
2, v/Y0 + ω1) = ε1

1/2h+1 (u, v)

Y0H
+
2 (ε1u

2, v/Y0 + ω1) = ε1h
+
2 (u, v)

(52)

19



where h+1 and h+2 are continuous functions with bounded derivatives. Also from (6) we have

F1(u, v)
∂F1

∂v
= O(εα−11 )

∂F2

∂u
= Y0b

+
2

√
ε1 +O(ε1) (53)

∂F2

∂v
= O(εα1 )

To show the hyperbolicity of the Poincaré return map restricted to ΩN, we define the following cone field
on M

S(u, v) = {(U1, U2) ∈ T(u,v)M, |U2| < |U1|},

and its complementary cone field

cS(u, v) = {(U1, U2) ∈ T(u,v)M, |U2| ≥ |U1|},

and we show that these cone fields are invariant under dF and dF−1 respectively. We will deduce the
hyperbolicity from [22], see also [6, 28, 29, 35, 36]. More precisely we state the following proposition. In
what follows ‖.‖ denotes the norm of the supremum, i.e.,

‖U‖ = ‖(U1, U2)‖ = max{|U1|, |U2|}.

Observe that this is sufficient to consider the invariance of this cone field on F (M+) ∩M. Equation (7)
implies that |p2/Y0 + ω1| < 1/2 whenever p ∈ F (M+) ∩M. Hence we will establish the invariance of the
cone field on this set.

Proposition 6 Let p = (p1, p2) ∈M+ with |p2/Y0 + ω1| < 1/2. Then there exists λ > 1 such that for ε1
sufficently small

[1] dFp(S(p)) ⊂ S(F(p)), dF−1F(p)(
cS(F(p))) ⊂ cS(p),

[2] for all U ∈ S(p), ‖dFp(U)‖ ≥ λ‖U‖,

[3] for all U ∈ cS(F(p)), ‖dF−1F(p)(U)‖ ≥ λ‖U‖.

As a consequence of this proposition, the set ΩZ admits a hyperbolic structure. More precisely, for each
point p = (p1, p2) ∈ ΩZ there exists x0 > 0 and a leaf

Fx0
= {(x, y) ∈ S+ | x = Fx0

(y), Fx0
(0) = x0, −1 ≤ y ≤ 1}

such that
p ∈ Fx0

and φ(Fx0
) ⊂ Fφ(p)1 ,

see [22, 29, 28] for more details. See also [6, 16, 36, 33] for other references. In particular there exists d > 0
such that the leaf

Fd = {(x, y) ∈ S+ | x = Fd(y), −1/2 ≤ y ≤ 1/2}
contains the fixed point P1 = (P11, P12) and is invariant, i.e.

Fd(P12) = P11 and F(Fd) ⊂ Fd.

We complete this lamination by constructing an invariant foliation

F = {Fx0 | x0 ∈ [0, Lε1]}

on M as follows.
First, if p ∈ ΩZ we define the foliation as being the one described above using Proposition 6. Next,

extend F to N by choosing an arbitrary smooth foliation on N. Finally, if p /∈ ΩZ, then there exists a
smallest integer n ≥ 0 such that φn(p) ∈ N. Let Fxn be the leaf of F passing through φn(p). We define the
leaf passing through p as the connected component of φ−n(Fxn) containing p. This defines the construction
of the foliation F on S+. See [28, 36] for more details.
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We further extend the construction of the foliation to S− using [3] (iii) of Proposition 4. A point p in
S− is mapped to φ(p) ∈ S+. Let Fx0 be the leaf of F passing through φ(p). We define the leaf passing
through p as

φ−1
(
Fx0
∩ φ(S−)

)
.

As a consequence, we have defined a foliation on S+ ∪ S− that is C1, i.e, there exists a C1 diffeomorphism

Ψ : [−1/2, 0) ∪ (0, 1]× [−1, 1]→ S+ ∪ S− with (x, y) 7→ (ψ1(x, y), ψ2(x, y))

such that each leaf of the foliation F defined above is the image under Ψ of lines of the form {x = const}. In
this new system of coordinates the Poincaré return map satisfies properties (i) up to (vii), and Theorem 1
follows.

Before giving a proof of Proposition 6, we state the following lemma.

Lemma 4 Let I be an interval containing 0 and s : I → R be a C2 function that satisfies

[i] s′(p) = 0 and s(p) < 0 for some p ∈ I,

[ii] there exists η > 1 such that for all ξ1, ξ2 ∈ I, (s′′(ξ2))2/2s′′(ξ1) > η.

Then for all z such that s(z) > 0 ∣∣∣∣ ddz√s(z)
∣∣∣∣ > √η.

Proof. Applying Taylor-Lagrange Reminder Theorem about the point p, we have

s(z) = s(p) + s′(p)(z − p) +
s′′(ξ1)

2
(z − p)2 = s(p) +

s′′(ξ1)

2
(z − p)2

and

s′(z) = s′(p) + s′′(ξ2)(z − p) = s′′(ξ2)(z − p)

for some ξ1, ξ2 ∈ [min{p, z},max{p, z}]. Notice that

d

dz

√
s(z) =

s′(z)

2
√
s(z)

=
s′′(ξ2)(z − p)

2

(
s(p) +

s′′(ξ1)

2
(z − p)2

)1/2
.

After squaring the previous expression, we get(
d

dz

√
s(z)

)2

=
(s′′(ξ2))2(z − p)2

4

(
s(p) +

s′′(ξ1)

2
(z − p)2

) ,
and since s(p) < 0, we have that

(s′′(ξ2))2(z − p)2

4

(
s(p) +

s′′(ξ1)

2
(z − p)2

) >
(s′′(ξ2))2(z − p)2(
4
s′′(ξ1)

2
(z − p)2

) .
Therefore from [ii] (

d

dz

√
s(z)

)2

>
(s′′(ξ2))2

2s′′(ξ1)
> η,

which completes the proof of the lemma. �

Proof of Proposition 6. Let p = (p1, p2) ∈M+ and (U1, U2) ∈ S(p) i.e, |U2| < |U1|, and write

dFp(U1, U2) =


∂F1

∂u
(p)

∂F1

∂v
(p)

∂F2

∂u
(p)

∂F2

∂v
(p)

 ·


U1

U2

 . (54)
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We want to show that ∣∣∣∣∂F1

∂u
(p)U1 +

∂F1

∂v
(p)U2

∣∣∣∣ > ∣∣∣∣∂F2

∂u
(p)U1 +

∂F2

∂v
(p)U2

∣∣∣∣,
or equivalently, after division by |U1|,∣∣∣∣∂F1

∂u
(p) +

∂F1

∂v
(p)U

∣∣∣∣ > ∣∣∣∣∂F2

∂u
(p) +

∂F2

∂v
(p)U

∣∣∣∣ (55)

where U = U2/U1 with |U | < 1. From equations (52) and (53) we have

∂F2

∂u
= O(

√
ε1),

∂F2

∂v
= O(εα1 )

so that it is sufficient to show that ∣∣∣∣∂F1

∂u
(p) +

∂F1

∂v
(p)U

∣∣∣∣ > √η (56)

for some η > 1.
Consider therefore the line ` parametrized by z and directed by the vector (1, U) passing through the

point p = (p1, p2), i.e.
`(z) = (p1 + z, p2 + zU).

It follows that
∂F1

∂u
(`(z)) +

∂F1

∂v
(`(z))U = D(1,U)F1(`(z)) =

∂

∂z
F1(`(z))

i.e. the directional derivative of F1 in the direction (1, U) at the point `(z). From equations (51) and (52)
we write

g(z) = 1− 2
√
c(p1 + z) + c(p1 + z)2 + ε

1/2
1 h+1 (p1 + z, p2 + Uz),

and g(z) = (F1(`(z)))2 whenever g(z) > 0. Since |p2/Y0 + ω1| < 1/2 and Lε1 < Y0/2, there exists z0 ∈ R
such that

x3(R2(p1 + z0, v + z0U), ε1, µ) < R1(p1 + z0, p2 + z0U) = ε1(p1 + z0)2

< x4(R2(p1 + z0, p2 + z0U), ε1, µ)

i.e. `(z0) = (p1 + z0, p2 + z0U) ∈ R−1(N), and therefore g(z0) < 0. Also observe that

g′′(z) = 2c+O(ε
1/2
1 ),

which implies that (g′′(z))2 = 4c2 +O(ε
1/2
1 ), and thus for sufficiently small ε1 and for all ξ1, ξ2 we have

(g′′(ξ2))2/2g′′(ξ1) = c+O(ε
1/2
1 ) > (1 + c)/2.

This means that g satisfies the assumption of Lemma 4, and we conclude that

(
√
g(z))′ =

∂

∂z
F1(`(z)) > (1 + c)/2

whenever g(z) > 0. In particular, `(0) = p ∈M+ so that g(0) > 0, which completes the proof of statement
[1] in Proposition 6.

Also from (56) it follows that∣∣∣∣∂F1

∂u
(p)U1 +

∂F1

∂v
(p)U2

∣∣∣∣ > η|U1| = η‖U‖,

and therefore statement [2] follows. Observe that from (57) and the triangle inequality we have∣∣∣∣∂F1

∂u
(p)

∣∣∣∣ > η −O(ε1),
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and for ε1 sufficiently small, we have that∣∣∣∣∂F1

∂u
(p)

∣∣∣∣ > 1 + η/2. (57)

We consider now a vector U = (U1, U2) ∈c S(F(p)), i.e. |U2| ≥ |U1|. We want to show that

‖dF−1F(p)(U)‖ ≥ λ‖U‖ (58)

for some λ > 1. By the Inverse Function Theorem, we have that

dF−1F(p) =
1

∆


∂F2

∂v
(p) −∂F1

∂v
(p)

−∂F2

∂u
(p)

∂F1

∂u
(p)

 (59)

where

∆ =
∂F1

∂u
(p)

∂F2

∂v
(p)− ∂F1

∂v
(p)

∂F2

∂u
(p).

From (57), (52), and (53) we have

|∆| =
√
ε1
∂F1

∂u
B(u, v) (60)

where B is a bounded function on H0 ∪H1, say

|B(u, v)| ≤ K. (61)

We need to show that if |U1| ≤ |U2|, then

1

|∆|

∣∣∣∣−∂F2

∂u
(p)U1 +

∂F1

∂u
(p)U2

∣∣∣∣ > λ|U2| (62)

for some λ > 1. Denote by W = U1/U2. After division by |U2|, this amounts to showing

1

|∆|

∣∣∣∣−∂F2

∂u
(p)W +

∂F1

∂u
(p)

∣∣∣∣ > λ. (63)

With (60), (57) and (53) it follows that

1

|∆|

∣∣∣∣−∂F2

∂u
(p)W +

∂F1

∂u
(p)

∣∣∣∣ =
1

B(u, v)
√
ε1

∣∣∣∣∣−
(
∂F2

∂u
(p)/

∂F1

∂u
(p)

)
W + 1

∣∣∣∣∣
≥ 1

K
√
ε1

∣∣∣∣1− ∣∣∣∣−b+√ε1 +O(ε1)

(1 + η/2)
W

∣∣∣∣ ∣∣∣∣,
and therefore for ε1 > 0 sufficiently small

1

|∆|

∣∣∣∣−∂F2

∂u
(p)W +

∂F1

∂u
(p)

∣∣∣∣ ≥ 1

2K
√
ε1
≥ 2,

which completes the proof of the proposition.
�

4 Computational results

In this section, we present a computational analysis of a map, see equation (70), obtained from the Poincaré
map in (5) after scaling by ε1 and dropping higher-order terms. The choices of specific parameters in (70)
are made for computational convenience. First we briefly discuss combinatorial outer approximations and
the use of Conley index theory as tools to analyze dynamical systems from a computational point of view.
A combinatorial outer approximation of a function f : X → X is a finite representation of the dynamical
system generated by iterating f that is compatible with tools from Conley index theory in two ways. First, it
incorporates round-off errors that occur in its construction so that the derived results are rigorous. Second,
it is a combinatorial object to which tools from computational topology and graph theory can be applied.
We keep the discussion of outer approximations and Conley index theory brief and refer the reader to
[19, 9, 8, 7, 1, 2] and references therein for more details.
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4.1 Outer Approximations

We begin the construction of an outer approximation by discretizing the phase space X into a finite grid of
rectangular boxes X on which we compute image bounds. For a subset of boxes B ⊂ X define the topological
realization of B as |B| := ∪B∈BB ⊂ Rd.

Constructing an outer approximation of f on X involves computing an outer bound on the image f(B)
for each B ∈ X . In our approach, we use interval arithmetic calculations with outward rounding to compute
rigorously a rectangular outer bound on f(B), which we then intersect with the grid X . The corresponding
outer approximation is a multivalued map F : X ⇒ X where for B ∈ X

f(B) ⊂ int |F(B)|. (64)

The outer approximation F can be represented by a directed graph for computational purposes. In the
directed graph representation, the vertex set is the set of boxes in the grid, and there is a directed edge from
vertex B to vertex B′ if and only if B′ ∈ F(B).

4.2 Computational Conley Index Theory

Computational Conley index theory is one tool that can be applied to outer approximations in order to draw
rigorous conclusions about the dynamics of the original system. We begin with an extension of dynamical
systems terminology to outer approximations followed by the definitions of isolating neighborhood and index
pair, which are the building blocks of Conley index theory.

Definition 1 A combinatorial trajectory of F through B ∈ X is a bi-infinite sequence γB = (. . . , B−1, B0, B1, . . .)
with B0 = B and Bn+1 ∈ F(Bn) for all n ∈ Z.

Recall that a trajectory of f through x ∈ X is a sequence

γx := (. . . , x−1, x0, x1, . . .) (65)

such that x0 = x and xn+1 = f(xn) for all n ∈ Z. Note that given an outer approximation F of f and a
trajectory γx := (. . . , x−1, x0, x1, . . .) of f , γB0

= (. . . , B−1, B0, B1, . . .) where xi ∈ Bi is a trajectory for F .
We now define the invariant set relative to N ⊂ X as

Inv(N, f) := {x ∈ N | there exists a trajectory γx of f with γx ⊂ N}. (66)

Definition 2 The combinatorial invariant set relative to N ⊂ X for a multivalued map F is

Inv(N ,F) := {B ∈ X | there exists a trajectory γB of F with γB ⊂ N}.

Conley index theory measures invariant sets in isolating neighborhoods.

Definition 3 Let X be a locally compact metric space. A compact set N ⊂ X is an isolating neighborhood
for g : X → X if

Inv(N, g) ⊂ int(N) (67)

where int(N) denotes the interior of N . A set S is an isolated invariant set if S = Inv(N, f) for some
isolating neighborhood N .

While there are different sufficient conditions for isolation in the setting of outer approximations, we
chose the following for this work. The set o(B) := {B ∈ X | B ∩ |B| 6= ∅}, sometimes referred to as a one
box neighborhood of B in X , provides the smallest representable neighborhood |o(B)| of |B| in the grid X . If

o(Inv(N ,F)) ⊂ N

then N ⊂ X is a combinatorial isolating neighborhood under F .
By construction, the topological realization |N | of a combinatorial isolating neighborhood N under F

is an isolating neighborhood for f . This definition is stronger than what is actually required to guarantee
isolation on the topological level. It is, however, the definition that we will use in this work and is computable
using the following algorithm.
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Let S ⊂ X . Set N = S and let o(N ) be the combinatorial neighborhood of N in X . If Inv(o(N ),F) = N ,
then N is isolated under F . If not, set N := Inv(o(N ),F) and repeat the above procedure. In this way, we
grow the set N until either the isolation condition is met, or the set grows to intersect the boundary of X
in which case the algorithm fails to locate an isolating neighborhood in X . However, if the set on which the
algorithm is applied is an attractor, then a neighborhood that intersects the boundary is permissible. This
procedure for growing a combinatorial isolating neighborhood is outlined in more detail in [9] and [8].

Once we have an isolating neighborhood for f , our next goal is to compute a corresponding index pair.
The following definition of a combinatorial index pair emphasizes use of an outer approximation to compute
structures for f .

Definition 4 (Robbin and Salamon, [31]) Let P = (P1, P0) be a pair of compact sets with P0 ⊂ P1 ⊂ X. P is
an index pair provided that cl(P1\P0) is an isolating neighborhood and the induced map, fP : (P1/P0, [P0])→
(P1/P0, [P0]),

fP (x) :=

{
f(x) if x, f(x) ∈ P1 \ P0

[P0] otherwise

is continuous. Finally, a pair P = (P1,P0) of cubical sets is a combinatorial index pair for an outer
approximation F if the corresponding topological realization P = (P1, P0), where Pi := |Pi|, is an index pair
for f .

An algorithm is given in [8] that can be used to compute a combinatorial index pair corresponding to
a combinatorial isolating neighborhood. In essence, the algorithm identifies the portions of the boundary
of the combinatorial isolating neighborhood that act as exit set, meaning that trajectories that leave the
neighborhood must (topologically) pass through this set. The second element of the pair, P0, records the
exit set.

Given an outer approximation, we now have algorithms to compute isolating neighborhoods |N | and
corresponding index pairs P := (|P1|, |P0|) for f , where |N | = |P1 \ P0|. What remains is the computation
of the Conley index for the associated isolated invariant set, S := Inv(|N |, f).

Definition 5 Let P = (P1, P0) be an index pair for the isolated invariant set S = Inv(cl(P1 \P0), f) and let
fP∗ : H∗(P1, P0) → H∗(P1, P0) be the maps induced on the relative homology groups H∗(P1, P0) from the
map fP . The Conley index of S is the shift equivalence class of fP∗

Con(S, f) := [fP∗]s. (68)

For a definition of shift equivalence, see [12].
The Conley index for the isolated invariant set S given in Definition 5 is well-defined, namely, every

isolated invariant set has an index pair, and the corresponding shift equivalence class remains invariant
under different choices for this index pair, see e.g. [21].

What remains in the computation of the index is to compute the maps fP∗ : H∗(|P1|, |P0|)→ H∗(|P1|, |P0|).
If the multivalued map F is acyclic on P1, that is images of individual boxes in P1 have the topology of a
point, then once again the combinatorial multivalued map provides the appropriate computational frame-
work for computing these induced maps on homology as described in [17], and we use the software program
homcubes in [30] to check acyclicity and compute fP∗. This step is also outlined in [8].

So far we have passed from continuous maps to induced maps on relative homology. Our overall goal,
however, is to describe the dynamics of our original map. There are a number of tools that one can use to
interpret Conley indices. The most basic is the Ważewski property of the index.

Theorem 2 If Con(S, f) 6= [0]s, then S 6= ∅.

In addition, we may use the Lefschetz number to draw more detailed conclusions about the dynamics.

Theorem 3 Let P = (P1, P0) be an index pair for isolated invariant set S. If the Lefschetz number

L(S, f) :=
∑
k

(−1)k tr(fPk) (69)

is nonzero, then S contains a fixed point.
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The Lefschetz number of the isolated invariant set S is well-defined, since the Conley index of S is well-defined
and the trace is invariant under shift equivalence.

By attaching symbols to each connected component of the isolating neighborhood and computing Conley
index information for maps between labeled regions, one may use an extension of Theorem 3 to study
symbolic dynamics, as described in the following theorem and corollary.

Theorem 4 Let N ⊂ X be the union of disjoint, compact sets N1, ..., Nm and let S := Inv(N, f) be the
isolated invariant set relative to N . Let S′ = Inv(N1, f |Nn

◦· · ·◦f |N1
) ⊂ S where f |Ni

denotes the restriction
of the map f to the region Ni. If Con(S′, f |Nn

◦ · · · ◦ f |N1
) 6= [0]s, then S′ 6= ∅. More specifically, there exists

a point in S whose trajectory under f travels through the regions N1, . . . , Nn in the prescribed order.

Corollary 1 If L(S′, f |Nn
◦ · · · ◦ fN1

) 6= 0, then f |Nn
◦ · · · ◦ fN1

contains a fixed point in S′ that corresponds
to a periodic point of period n in S that under f travels through the regions N1, . . . , Nn in order.

Using the above corollary, Day, et. al. [8] developed techniques to compute and validate a semiconjugacy
from f to a symbolic dynamical system. From this one may also obtain rigorous lower bounds on topological
entropy, one measure of chaos. This approach is described in more detail in [8] and will be applied to
the outer approximation of the truncated Poincare map of the re-injected cuspidal horseshoe. Some earlier
algorithms and results using these ideas can be found in [38, 39].

4.3 Computational Results

In this section we consider the two-dimensional map

ϕ+(x, y) =

[
1−M√x+ cx− 6εα−1xαy

0.3− 3
√
εx− 2εαxαy

]
ϕ−(x, y) =

[
0.65 + 0.4

√
|x|
ε + 0.4x+ 240|x|αy

−0.225 + (6
√
ε+ 0.25)

√
|x| − 2εαxαy

] (70)

where c = 2.75, M = 3.47098748700613, ε = 0.025, and α = 2.1. The domain is the union of rectangles
S+ = [−0.105, 0)× [−0.425, 0.305] and S− = (0, 2.28]× [−0.425, 0.305] with ϕ+ acting on S+ and ϕ− acting
on S−. The image ϕ+(S+) ∪ ϕ−(S−) is shown in Figure 5(a). The cusps, shown as blue circles, at (1, 0.3)
and (0.65,−0.225) are the right-hand limit of ϕ+ as x→ 0+ and left-hand limit of ϕ− as x→ 0− respectively.
We have also plotted 30, 000 points of a single orbit near the attractor in black.

2 4 6 8 10 12 14 16
0

0.1
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0.6

0.7

Figure 5: (a) Images ϕ+(S+) and ϕ−(S−). The cusps (blue circles) at (1, 0.3) and (0.65,−0.225) are the
right-hand limit of ϕ+ as x → 0+ and left-hand limit of ϕ− as x → 0− respectively. The black points
are 30,000 iterates of an orbit close to the attractor. (b) Rigorous lower bounds on topological entropy for
the full system (blue) and for the cuspidal horsehoe without re-injection (magenta). The horizontal axis is
the upper bound on the period of the boxes used to seed the index pair computation, see text for a full
explanation.

For more efficient computation, we restrict to the rectangular domain S = [−0.1009375, 1.4190625] ×
[−0.266, 0.30], which contains the attractor as indicated in Figure 5. After subdividing the domain 29 times,
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so that the size of each box is approximately 4.6× 10−5 by 3.5× 10−5, we computed an outer approximation
F of ϕ± on (S ∩ S+) ∪ (S ∩ S−). Note that the vertical line x = 0 is a subdivision line after 9 subdivisions
in the horizontal direction, so each box belongs to either S+ or S−. The image of a box whose boundary
intersects the line x = 0 is closed using the right-hand limit of ϕ+ as x→ 0+, which is the cusp (1, 0.3), and
the left-hand limit of ϕ− as x→ 0−, which is the cusp (0.65,−0.225).

For p = 1, . . . , 16 we extract the set of boxes whose first return time in the graph of F is at most p, that
is, each box in this set lies on a cycle of F with period at most p. Then we remove boxes that are within
a horizontal distance of four box diameters of the line x = 0 and grow an isolating neighborhood beginning
with the recurrent part of the remaining boxes. In each case isolation is attained without intersecting the line
x = 0 or the boundary of the domain. We then compute an index pair and a semiconjugacy to a symbolic
dynamical system. From each of these symbolic systems we compute the topological entropy, which provide
rigorous lower bounds on the topological entropy of the original map ϕ± in these isolated invariant sets. The
results are plotted in blue in Figure 5(b). A sample index pair, obtained by starting from boxes with first
return time at most 11, is shown in Figure 6(a).

Figure 6: (a) A sample index pair for the full re-injected system. (b) Index pair for the cuspidal horeshoe
without re-injection computed starting from the entire set of recurrent boxes.

Next we compare the above results for the full system to those for the cuspidal horeshoe without re-
injection by analyzing the map ϕ+ on the domain [0, 1.05] × [−0.2, 0.305]. As before, for p = 1, . . . , 16
we extracted the set of boxes whose first return time in the graph of F is at most p. Then we remove
boxes that are within a horizontal distance of four box diameters of the line x = 0 and grow an isolating
neighborhood beginning with the recurrent part of the remaining boxes. In each case isolation is attained
without intersecting the line x = 0 or the boundary of the domain, and we compute an index pair. The
resulting lower bounds on the topological entropy in this case are plotted in magenta in the Figure 5(b).

Using 29 subdivisions of the domain, corresponding to an approximate box size 3.2× 10−5 by 3.1× 10−5,
every recurrent box, i.e. a box lying on a cycle of F , has first return time at most 15. Figure 6(b) shows the
index pair computed from the entire recurrent set. As shown, the index pair can be amalgamated to 3 sets
of boxes labeled A, B, C. The dynamics of f is then semiconjugate to a symbolic dynamical system on three
symbols with transition matrix

T =


A B C

A 0 1 1
B 0 1 1
C 1 0 0

 .
The entropy of this symbolic system is the natural logarithm of the spectral radius of T , which is approxi-
mately 0.48121182506. It should be emphasized that simply verifying the transition graph on these regions
is not enough to establish a rigorous lower bound on entropy; information extracted from computations on
the Conley index of this index pair is required to show that the entropy of the transition graph is a lower
bound on the entropy of the map; see [8].

All of the above computations were performed using three software packages. First, the construction
of the outer approximation F on grid X , the processing of the graph of F for recurrent boxes and first
return times, and the construction of index pairs were performed using Computational Dynamics Software
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(CDS) version 2.1 written by W. Kalies [18]. The computation of the homological Conley index maps on
the index pairs was performed using Homcubes written by P. Pilarczyk [30]. Finally, the construction of a
semiconjugate symbolic system used to calculate the rigorous lower bound on entropy was performed using
Rigorous Analysis of Dynamical Systems (RADS) written by R. Frongillo [13].

Some comments on the computations are warranted. The number of subdivisions was chosen due to a
limitation of the Homcubes software; 29 subdivisions is the most Homcubes would allow. The computation
of the map and the extraction of recurrent boxes are done concurrently and adaptively as described in [1] via
algorithms that are linear time in the number of boxes and the size of the images. The first return time or
minimal period of all recurrent boxes is computed with a quadratic time algorithm, and this calculation takes
up much of the overall computational cost. This is why the computations were performed only up to p = 16
in the full system. The computational expense of growing an isolating neighborhood depends not only on
the number of boxes in the initial periodic set but also on the amount of hyperbolicity and other factors, and
can be of moderate expense. Computing homology maps, symbolic dynamics, and entropy require relatively
very little computation time.

4.4 Final Remarks

As stated above, the computational results produce a rigorous semiconjugacy to a symbolic system using
the Conley index as a validation tool. The symbolic system provides a lower bound on topological entropy.
Since the multivalued map is an outer approximation, it is not enough to simply compute a transition graph
on boxes.

In the case of the map ϕ+, we were able to compute a rigorous semiconjugacy onto a shift σT on three
symbols with transition matrix T and obtain a lower bound on entropy of approximately 0.48121182506.
In this case we can argue that this system is actually conjugate to the shift map σT , and hence this lower
bound on entropy is also an upper bound. Figure 7 illustrates the symbolic dynamics.

We assume that the choice of parameters in ϕ± are such that the map is conjugate to the geometric
model of a re-injected cuspidal horseshoe, i.e. ϕ± is conjugate to a map Φ that satisfies properties (i)-(viii)
in Section 1.1. Property (iv) implies that the map restricted to either of the “vertical” strips, the left strip
containing regions A and B or the right one containing region C, is horizontally expanding on leaves of an
invariant foliation. Moreover, as a consequence of the hyperbolicity property (viii), the map restricted to
a neighborhood of the invariant set intersected with one of the regions A,B or C is vertically contracting
on each leaf. This implies that the semiconjugacy onto the shift σT given by the itinerary map is injective
and hence is a conjugacy. Note that surjectivity could not have been established without the computational
results. Indeed there are parameter values for which ϕ+ does not have complicated dynamics. These results
show that the dynamics after re-injection is indeed richer than the dynamics of ϕ+ alone.
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