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Every explicit algebraic function is an implicit algebraic function.
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**Theorem**

The zero set of a continuous algebraic function on an open interval has only a finite number of connected components.

So, for example, the functions \( \sin x \) and \( \cos x \) are not algebraic.

**Corollary**

An analytic algebraic function on an open interval is either identically zero or has only a finite number of zeros.

**Theorem**

A continuous algebraic function on an open interval is piecewise analytic with a finite number of pieces.
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- $f$ is undefined or
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Theorem (splicing)

Let $t_1 < t_2 < \cdots < t_n$ be real numbers. These points break up $\mathbb{R}$ into $n + 1$ closed intervals $I_0, I_1, \ldots, I_n$. If $f_i$ is an explicit algebraic function for $i = 0, \ldots, n$, and $f_{i-1}(t_i) = f_i(t_i)$ (possibly both undefined) for $i = 1, \ldots, n$, then there is an explicit algebraic function that is equal to $f_i$ on each $I_i$. 
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At the end of his book, van der Waerden goes into the theory of formally real fields: fields where if a sum of squares is zero, then each square is zero; but in his treatment of *casus irreducibilis*, which comes several chapters before, he seems to be dealing with a subfield of the real numbers.

Hardy gives the polynomial $X^5 - X - x$ for an example of an algebraic function which is not an explicit algebraic function. Hardy says, the “proof is difficult and cannot be attempted here.”
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Commutative semiring (commutative rig?)

- Two commutative monoids, addition with 0 and multiplication with 1.
- Multiplication distributes over addition.

Don’t require $0 \cdot a = 0$, which is not true in our setting.

- If $e$ and $f$ are additive idempotents, then $e + f = ef$.

**Theorem**

*If $e$ is an additive idempotent, then so is $ae$. The additive idempotents are exactly the multiples of 0. For each $a$ there is a unique additive idempotent $e = a0$ such that $a + e = a$ and $ae = e$. If $e$ is an additive idempotent, then $\{a : a + e = a$ and $ae = e\}$ is a ring with additive identity $e$ and multiplicative identity $1 + e$.***
Yay!